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ABSTRACT  
Artificial intelligence (AI) is revolutionizing many aspects of daily life including education. Educational videos are 

essential to video-based learning (VBL) and e-learning. However, many educational videos have image and sound quality 

issues during recording. The challenges include problems with video frames such as low light and blur, and audio 

challenges like noise. The present study proposes an intelligent system to address some of these challenges. This system 

involves several techniques such as Contrast Limited Adaptive Histogram Equalization (CLAHE), adjustment of image 

intensity values or color map, atmospheric haze reduction, Gaussian filter, and Lucy-Richardson method used to enhance 

video frames and remove blur. The Fast Fourier Transform (FFT) technique is employed to remove noise from the audio. 

Wav2vec 2.0 extracts text from audio files using a self-supervised learning approach. Natural Language Processing (NLP) 

techniques such as N-gram and TextRank are used to generate a title and summary from the extracted text. To evaluate the 

proposed system, this study employs metrics such as MSE, PSNR, and SSIM to assess video frame enhancement, SNR for 

audio denoising, WER for extracted text, and ROUGE score for text summarization. Results demonstrate high 

performance ratios achieved by our system.  

Keywords: Intelligent System, Image Processing, Audio Processing, Automatic Speech Recognition, Natural Language 

Processing, Text Summarization, Educational Videos  
  

 

I. INTRODUCTION  

Artificial intelligence (AI) is gaining popularity in a variety of research fields, including computer vision (CV), natural 

language processing (NLP), and speech recognition [1]. AI is an area of computer science that may be described as the efficient 

use of computer technology via enhanced programming approaches [2]. One of the computer vision technologies is image and 

video processing [3]. Deep Learning (DL) technology is now regarded as one of the crucial subjects in the fields of Machine 

Learning (ML) and AI [4]. Natural language processing (NLP) is a rapidly advancing field in computer science that has seen 

significant progress due to the advancements in deep and machine learning technologies [5] [6]. Educational video has become 

a crucial tool in enhancing learning outcomes and satisfaction, particularly in the context of e-learning, it provides both 

theoretical and practical skills in various fields [7, 8]. Interactive videos and simulations are used in a variety of educational 

settings including Massive Open Online Courses (MOOCs) [9]. The impact of educational videos on the learner is significant 

because they provide an individual learning environment with unlimited and simple access, increase the learner's ability to 

social interaction, and improve the learner's motivation and concentration level. Educational video content requires careful 

consideration of methodological, psychological, didactic, ergonomic, technical, and legal aspects. Methodological aspects 

involve scenario planning, dynamism, audio and image synchronization, and video duration ranging from 2 to 10 minutes.  

Psychological aspects involve reducing cognitive overload and focusing on visual and auditory communication. Didactic 

aspects focus on learning objectives, explanation methods, title selection, and summary development. Ergonomic aspects 

involve careful background care, animations, subtitle placement, and interactive elements. Technical aspects include aspect 

ratio (4:3), frame rate (24:30 fps), image blur prevention, sound quality, and lighting. Legal considerations include copyright 

and background music [10]. The rapid development of multimedia applications has resulted in a significant increase in video 

data [11]. Digital videos are everywhere, and related applications are gaining traction [12]. Video improvement in low light is 

a popular area of computer vision research [13]. However, it is difficult due to excessive noise, detail loss, non-uniform 

exposure, and other factors. These issues are exacerbated in videos captured from dynamic scenes [14]. Several issues 

pertaining to the speed, clarity, and quality of educational videos may emerge following their production with technical 

aspects comprising the majority of problems [15]. Intelligent systems are employed across various domains, such as 

healthcare, education, and other sectors to address challenges and find solutions.   It has been employed in decision support 

systems, disease diagnostics [16], elearning, video processing [17], image recognition, speech recognition [18], and text 

summarization.  
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The present study addresses the technical aspects of the challenges by controlling and adjusting the frame rate, removing 

blur if it occurs, overcoming lighting challenges, and removing audio noise. It also addresses automatic speech recognition 

using deep learning to convert audio to written text. Furthermore, by using NLP techniques, a title and summary for the text 

obtained from the audio file are established, which serves as a general description of the video content. Because it may be 

included with the video when it is published on the Internet; it is regarded as a solution to the educational aspects and attracts 

the learner. This study addresses many challenges with the acquisition of high-quality videos for use in closed classrooms, 

online publishing, or e-learning.  

II. RELATED WORKS  

A number of studies have focused on making videos better, because of their significance in various fields. Numerous studies 

have attempted to enhance the contrast of an image or video. Hong et al. suggested a fusion-based deconvolution algorithm. 

The current study eliminates the need for direct transmission map estimation. Results demonstrated that the suggested system 

outperformed alternative haze removal techniques in terms of effectiveness in removing haze [19]. Thanh et al. proposed a 

single image elimination method that combined an adaptive histogram equation, an HSV color model, and linear gamma 

correction. The results show that the proposed method fades well and computer with other modern blurry removal methods 

[20]. Numerous studies dealt with removing noise from the sound. The study Senthamizh Selvi concentrated on the Kalman 

filter, which is used to remove weak speech signals from signals. Fast Fourier transform (FFT) and discrete cosine transform 

(DCT) are the transformations that are employed. There will be an improvement in the output signal and some degree of noise 

reduction [21]. Khan and Chouksey supposed that deep learning is combined with a highly optimized adaptive filter, or DLAF 

filter, and showed that the aim is to develop high-resolution filters capable of processing any input signal with a low bit error 

rate (BER), a high signal-to-noise ratio (SNR), and an exceptionally low mean square error (MSE) [22]. Other studies deal 

with extracting text from speech. Baevski et al. demonstrated how learning robust representations from speech sounds alone 

and then tuning into written speech can outperform the most effective semi-supervised techniques while being more 

straightforward conceptually. Wav2vec 2.0 quantifies co-learned latent representations to mask speech input into latent space 

and solve a particular contrast task [23]. Fan et al. expand the self-supervised framework to include language identification 

and speaker verification through some initial experiments that wav2vec 2.0 is capable of capturing speaker and language 

information and its performance on each of the two tasks [24]. Schneider et al., through the acquisition of raw audio 

representations, investigated unsupervised pre-training for speech recognition. The representations produced by wav2vec, 

which is trained on a lot of unlabeled audio data, are then used to enhance the training of acoustic models [25]. Jose outlines a 

simple and efficient technique for speech recognition and he confirms the effectiveness of the suggested strategyby carruing 

out many experiments [26]. Other studies dealt with the field of extracting a summary from the text. Alrumiah and Shargabi 

declared a different approach and used Latent Dirichlet Allocation (LDA), which has been shown to be effective in 

summarizing documents. The authors created useful summaries of the current 'EDUVSUM' education videos dataset for 

evaluation [27]. Abhilash et al. used subtitles to summarize lecture videos. NPTEL (National Program for Technological 

Reinforcement Learning) video evaluations were compared to man-made summaries. Punctuation in subtitles appears to be 

important in summarizing lecture videos [28]. Aswin et al. clarified employing speech recognition to generate subtitles for 

videos with and without subtitles, followed by applying NLPbased text summarizing algorithms to the subtitles. The 

experimental findings show the importance of the proposed approach [29]. Dilawari and Khan clarified abstract video 

summarization employs a deep neural network to generate natural language descriptions and abstract text summarization of 

the input video. Furthermore, the experiments show that the combined paradigm produces better results [30].  

According to the previous review, most existing studies focus on a single aspect of video enhancement, such as enhancing 

video frames, reducing noise in audio, detecting speech, or summarizing the text of the subtitle file accompanying the video. 

This makes the system of current study more distinctive and unique, as it allows combining all aspects improvement to an 

intelligent system.it also allows for automatic or manual video frame rate adjustments to control the speed or slowness of the 

video for laboratory experiments in physics, chemistry, and other subjects, and to improve video frames by enhancing lighting, 

adjusting intensity, removing haze and blur, and combining these techniques to improve video quality. Unlike current studies, 
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which focus on summarizing text from the video's subtitle file, the proposed system summarises text extracted from speech and 

allows for a wide range of methodologies, techniques, and design tools to be used.  

III. THE PROPOSED SYSTEM  

Figure 1, shows the framework for proposed system used in this research paper. The proposed system for improving 

educational videos is divided into three subsystems. First, Video Enhancment by splitting video frames and audio, then video 

frame enhancement and audio enhancement. Finally, merge enhanced video frames and enhanced audio to produce improving 

video. Second, Speech Recognition by converting speech to text via audio file. Third, Extractive text summarization by 

suggesting titles for the video, and drawing a summary of the video content based on the extracted text from speech in video.   

 

Figure 1. Schema for the proposed system 

IV. VIDEO ENHANCEMENT  

Improving the video begins with improving the image and sound. The image is a representation of the video frames. A 

video shot can include many frames. The technique of enhancing frames is critical because it is one of the video components. 

The technique of sound enhancement is also carried out. In this section, a separation will be made between the video and 

audio frames. The subsequent phase involves enhancing video frames through an adjustment of frame rate, enhancement of 

contrast, adjustment of frame image intensity values, reduction of haze, and elimination of blur. The subsequent phase entails 

enhancing audio by the elimination of extraneous noise on the audio. Ultimately, the integration of enhanced video frames and 

increased audio culminates in the creation of video content of superior quality.  

Figure 2. shows the flowchart for the four steps, which consist of separating the frames and audio form video, enhancing the 

frames, enhancing the audio, and merging the enhanced frames and the enhanced sound.  
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Figure 2. Flowchart for the video enhancement 

A. Split Video Frames and Audio  

After loading the video file into the system, the process of separating the audio and frames and saving each individually in a 

file begins the preparation for the efficiency procedures that will be performed on both files.  

B. Video Frames Enhancement    

The frames within the video are processed by separating the sound from the image and then optimizing the images of the 

frames. In addition, adjust the frame rate per second and set it to 30 frames per second, in case the video is fast or slow. Figure 

3, shows the pseudo-code for the change in frame rate  
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Pseudo-code for the change in frame rate as 30  

  
 Input:   
-  Vid_input = Input Video will change frame rate.  
 Steps: 

1- Read input video (Vid_input).  
2- Get (Nframe_input) frame rate property from (Vid_input).  
3- Get (Nduration_input) duration property from (Vid_Input).  
4- Calculate total frames in (Vid_input) by   

a. tot_frame = round (Vid_input.Nframe_input * Vid_input.Nduration_input).  
5- Assign the (new_frame) as 30.  
6- Set output video for write (Vid_output)  
7- Assign frame rate property for output video as  

(Vid_output.Nframe_output = new_frame)  
8- Check if (Nframe_input) more than 30 and less than 24.  

a. For every frame in input video to (tot_frame)  
b. Read frame.  
c. Write in output video (Vid_output).  
d. End for.  

9- Else   
10- Vid_output = Vid_input.  
11- Write output video (Vid_output). 12- End if.  

 Output: 
-  Vid_output = Output video after change frame rate.  

Figure 3. Pseudo-code for the change in frame rate  

Image restoration is a crucial issue in the field of image processing [31]. The enhancement of frame image contrast was 

addressed by employing Contrast Limited Adaptive Histogram Equalization (CLAHE) adjusting of frame image intensity 

values or color map. CLAHE is a more advanced variant of adoptive histogram equalization (AHE) that increases local pixel 

areas to improve image visibility [32]. It is applied to each pixel to control image quality [33]. the atmospheric haze reduction 

was applied to rectify instances of video darkness and mitigate its impact [19]. The blur seen in the image can be effectively 

eliminated with the application of the Gaussian filter in conjunction with the Lucy-Richardson method, which is an iterative 

non-linear method for image deburring that uses the blur kernel [34].  

CLAHE was used to improve the contrast in the frame image, where each frame image was passed through the technique 

applied to the components of red, green, and blue, and finally combined the components of the three colors, as shown in the 

figure 4.   

In the proposed system, adjust frame image intensity and CLAHE were adjusted simultaneously to boost color brightness 

and clarity. Both the atmospheric haze removal in the frame image and CLAHE were combined to remove the haze and raise 

the degree of contrast. Both were combined.  

Gaussian filter and Lucy-Richardson method for removing blur in the frame image and CLAHE were combined to remove 

blur and boost contrast at the same time. Figure 5, the flowchart depicts the progression of these steps.  
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Figure 4. Flowchart for CLAHE Steps 

 
Figure 5. Flowchart for combining adjusting image intensity, atmospheric haze reduction, or removing blur with CLAHE processes   

V. AUDIO ENHANCEMENT   

In the proposed system was applied the reduction of noise in audio is using a Fast Fourier Transform (FFT). FFT is a 

mathematical algorithm that computes the Discrete Fourier Transform (DFT) of a given sequence breaking it down into its 

frequency parts. It is distinct from the Fourier Transform (FT) in that takes a discrete signal as input [21].   

The process of removing noise from sound is done using a  

FFT technique with a set of steps as follows:  

a) Load the audio file.  

b) Extract audio samples from the audio file.  
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c) Using FFT to reduce noise in an audio file.  

d) Reassemble and reformat an audio file.  

VI. MERGE ENHANCED VIDEO FRAMES AND ENHANCED AUDIO  

Following the completion of the enhancement process in the preceding steps, the final stage is the merging process, in 

which both the enhanced video frames and the enhanced audio are joined to form an improved video. Finally, merge audio 

with frames. Figure 6, shows the pseudo-code for merge frames and audio.  

Pseudo-code for merge enhanced video frames 

and enhanced audio Input: 
- Vid_frames = Input Video frames. 

- Audio_file = Input Audio file  Steps: 
1- Read Vid_frames and Audio_file. 
2- while has frame in (Vid_frames) 

a. read frame (Vid_frames) and store in variable 

(mov). 
b. take another frame. 

3- end 
4- Get number of frames from (Vid_frames) property 

and assign as (nFrames). 
5- Write output merge video as Vid_merge. 

6- Assign (Vid_merge) as equal frame rate property 

form (Vid_frames) 
7- Calculate variable (x) as next equation  x = 

floor(size(Audio_file)/nFrames); 
8- For every frames in total frames (nFrames) as z 

a. Get every frame as (fr_var) from (mov) 
b. Calculate the duration (data_audio) in audio file 

for every frame by the next equation data_audio 

= 
Audio_file (x*(z-1)+1 : x*z,:) 

c. Write (fr_var, data_audio) in output video merge 

(Vid_merge), 
9- end  Output: 

-  Vid_merge = Output video after merge frames and audio. 

 

Figure 6. Pseudo-code for merge enhanced video frames and enhanced audio  

A. Speech Recognition (convert speech to text)  

This proposed system's model corresponds to the inferenceonly wav2vec 2.0 base model with a fine-tuning split of 960 

hours. The LibriSpeech dataset was used to train it. A feature encoder, a positional encoder, a context network, and a decoder 

comprise the wav2vec 2.0 inference path. Figure 7 depicts the procedures involved in speech-to-text detection.  

 

Figure 7. Extractive text from speech  

The raw audio input is routed via seven 1-D convolutional blocks by the feature encoder. Between the convolution and 

GELU activation layers in the first block is an instance (channelwise) normalization layer. Layer normalization is applied to the 

output of the convolutional blocks. The total context of the encoder receptive field is 400 samples, which translates to 25 ms at 

a sample rate of 16 kHz.  

The positional encoder runs the latent features through grouped 1-D convolution to generate a relative positional vector, 

which is then added to the latent features to encode their relative location to one another.  
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The context network employs twelve encoder blocks sequentially. Each block employs multi-head attention and sequentially 

feeds forward blocks. The feedforward block is made up of two fully connected layers that are separated by a GELU layer.  

Each context network block contains three linear (fullyconnected) layers that output the Q (query), K (key), and V (value) 

vectors. The Q, K, and V vectors are then chunked into twelve non-overlapping pieces (the number of heads in the system). 

Scaled dot-product attention is applied to each piece individually, and the results are concatenated. The output is routed through 

a linear layer to create multi-head attention.  

A greedy decoding technique is used to sample the most likely tokens at each time step during text decoding. Because the 

model was trained using connectionist temporal classification (CTC), it requires post-processing to remove repeated blank 

tokens. This is the most basic decoding approach, with a minimum language model [23].  

B. Extractive Text Summarization  

The proposed system uses n-grams, a series of n adjacent letters or words, to extract suitable titles for educational videos. 

Unigrams are used if numerical prefixes are used size one, while bigrams are used if prefixes are used size two. The TextRank 

was used in the proposed system for summarizing text extracted from audio files. The TextRank algorithm is a graph-based 

algorithm that is commonly used for text summarization. The algorithm uses a graph representation of the input text, where 

nodes represent sentences and edges represent the similarity between sentences [29, 35]. Figure 8, shows text summarization 

steps.  

 

Figure 8. Extractive text summarization process  

  

VII. RESULTS AND DISCUSSION  

Experiments were performed using MATLAB version R2022a for the improving educational video system [36]. The 

experiment is done using a computer system having the following specifications of hardware and software respectively, Intel® 

Core™ i5-2430M CPU, 4GB RAM, and the operating system is Windows 10 Home Edition 64 bits.  

This study seeks to improve educational films in order to save learners' time and resources providing quick and easy 

searching and indexing processes. It also uses video and subtitle files from the "EDUVSUM" educational videos. The 

proposed system's phases are implemented on a database that can be downloaded from next  

URL(http://doi.org/10.5281/zenodo.4002958) [37]. Table 1 shows more details for the used dataset. Figure 9 shows the 

samples for videos in dataset in these proposed systems.  

Table 1. 

Show details for dataset 

Dataset 

Name  

Numbe

r of 

videos  

Videos 

Size  

Videos 

Duration  

EDUVSUM  
98 

videos  

Between  

1.8 MB and 

114.1  

MB  

Between  

28 sec to  

14:52 

min  

  

  

  

http://www.ijcstjournal.org/
http://doi.org/10.5281/zenodo.4002958
http://doi.org/10.5281/zenodo.4002958


International Journal of Computer Science Trends and Technology (IJCST) – Volume 12 Issue 3, May - Jun 2024 
 

ISSN: 2347-8578                                       www.ijcstjournal.org                                         Page 94 

 
  

Figure 9. Dataset Samples  

In the proposed system, Mean Square Error (MSE), Peak Signal-to-Noise Ratio (PSNR), and Structural Similarity Index 

Metric (SSIM) [38, 39] are used for enhanced video frames [17]. The PSNR value affects the MSE value with the value of the 

PSNR increase indicating a clearer image. A peak signal- to -noise ratio of ∞ results in zero mean square error and the 

resulting value of structural similarity becomes highest [40]. Signal-to-noise ratio (SNR) for de-noising audio, Word Error 

Rate (WER) for extracted text, and ROUGE score for text summarization.   

• Mean Square Error (MSE):  is a popular image metric estimator with values closer to zero being better. MSE between 

two video frames such as Xi,j Yi,j is defined as  

2 

 𝑀𝑆𝐸  (1)  
𝑁𝑀 

where Xi,j in the original video frame and Yi,j the enhanced video frame [39, 41].  

• Peak Signal-to-Noise Ratio (PSNR): is the ratio of signal to noise power represented using a logarithmic decibel scale. 

It is calculated using the following process.  

 𝑃𝑆𝑁𝑅 = 10. log (𝑀𝐴𝑋 𝑖2)    (2)  
𝑀𝑆𝐸 

where MAXi is the maximum value a pixel can take (e.g. 255  

for 8-bit images) and the MSE [39, 40].  

• Structural Similarity Index Metric (SSIM): assesses image and video quality by evaluating brightness, contrast, and 

structure similarity between the original and recovered frame images. The SSIM index is defined as:   

𝑆𝑆𝐼𝑀 = ( (𝜇2
2𝜇+

𝑥𝜇𝜇𝑦2𝑦++𝐶𝐶1
1))((𝜎2𝑥𝜎2𝑥+𝜎𝜎𝑦𝑦2++𝐶𝐶2

2))   (3) 𝑥 

where µ and σ represent the average and the standard deviation of the original video frame X and the improved video frame 

Y, respectively. The covariance between X and Y is σXY that is the covariance. Constants C1 and C2 prevent numerical 

instabilities [39, 40].  

• Signal-to-noise ratio (SNR): is a scientific and engineering metric that compares the intensity of a desired signal to the 

amount of background noise. SNR is the signal-to-noise power ratio, which is often expressed in decibels. A ratio greater than 

1:1 (more than 0 dB) indicates that the signal outnumbers the noise. The SNR is defined as follows:    

𝑃𝑜𝑤𝑒𝑟𝑠𝑖𝑔𝑛𝑎𝑙 

 𝑆𝑁𝑅 = 10 ×     (4)  
𝑃𝑜𝑤𝑒𝑟𝑛𝑜𝑖𝑠𝑒 

where the signal-to-noise ratio in decibels (dB) is defined as 10 times the logarithm of the ratio of the power of a standard 

signal to the noise power of the audio made by its self-noise [42].  
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• Word Error Rate (WER): is a commonly used metric for assessing the performance of a speech. It is defined as follows 

and is based on the Levenshtein distance:   

 𝑆+𝐷+𝐼 𝑆+𝐷+𝐼 

 𝑊𝐸𝑅 =  =       (5)  

𝑁 𝑆+𝐷+𝐶 𝑊𝐸𝑅𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 = 1 − 𝑊𝐸𝑅    (6) where S represents the number of 

substitutions, D represents the number of deletions, I represents the number of insertions, C represents the number of correct 

words, and N is the total number of words in the reference (N=S+D+C) [43].  

• ROUGE score: use the ROUGE similarity score is used to evaluate summarization. ROUGE-N counts the number of 

Ngrams that match between the model-generated text and a human-produced reference. The ROUGE score is defined as 

follows:   

𝑅𝑂𝑈𝐺𝐸 − 𝑁 = ∑ 𝑆 ∈ 𝑟𝑒𝑓𝑠𝑢𝑚 ∑𝑔𝑟𝑎𝑚𝑛∈ 𝑆 𝑐𝑜𝑢𝑛𝑡𝑚𝑎𝑡𝑐ℎ(𝑔𝑟𝑎𝑚𝑛)     (7) ∑𝑆 ∈ 𝑟𝑒𝑓𝑠𝑢𝑚 ∑𝑔𝑟𝑎𝑚𝑛∈ 𝑆 𝑐𝑜𝑢𝑛𝑡 (𝑔𝑟𝑎𝑚𝑛) 

where the values of N are 1 and 2. ROUGE_1 and ROUGE_2 represent the overlap of 1-gram and bi-gram summaries 

between the system and sample summaries [35].   

The results, as shown in Table 2, indicate the percentage of MSE, PSNR, and SSIM, which shows the effect of the 

improvement on video frames, increased lighting quality, and reduced noise. The results, as shown in Table 3, refer to the ratio 

of SNR to illustrate the reduction of noise associated with the sound. The results of Table 4, indicate the accuracy of the text 

recognized and extracted from the audio. The Results, as shown in Table 5, refer to summarize the text extracted from the audio  

  

Table 2. 

Show PSNR, MSE, and SSIM for video frames enhancement 

Modal  Method  
Avg /  

PSNR  

Avg /  

MSE  

Avg /  

SSIM  

 

CLAHE  19. 

738  

6.96  80.950  

Remove 

Haze 

+ 

CLA

HE  

21.584  4.55  81.965  

Adjust  

Intensity 

+  

CLAHE  

26.581  1.44  93.403  

Remove 

blur +  

CLAHE  

27.634  1.13  94.344  

Table 3. 

Show SNR for noise reduction 

Avg /  

 Modal  Method  

SNR  

 [21]  FFT  44.2  

 Proposed System  FFT  45.8  

Table 4. Shows WER for Convert speech to 

text  
 

 Modal  Labeled Data  Method  
Avg /  

WER  

Pr

op

ose

d 

Sys

te

m 
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 [23]  Librispeech  Wev2vec  4.8/8.2  

[25]  

Audio data 

(without 

labels) of 

WSJ +  

baseline 960 

hours 

modal  

Wev2vec  16.24  

EUDVSUM +  

Proposed baseline 960 hours Wev2vec 4.27 System  

modal  

 
Table 5. 

Shows ROUGE score text summarization 

Modal  Dataset  Method  

Avg /  

ROUGE 

score  

[27]  EUDVSUM  

TF-IDF  

LSA  

LDA  

0.2846 

0.7262  

0.8666  

[28]  
NPTEL 

lectures  
TF-IDF  0.822  

Proposed 

System  
EUDVSUM  TextRank  0.93  

In the proposed system, the following figures depict how an intelligent system would be represented in the next graphical 

user interface (GUI). The following screenshot depicts the suggested system in action.  Figure 10 depicts the Video tab's 

contents for processing video frames. Figure 11 depicts the Audio tab's contents for processing audio and eliminating noise 

accompanying sound. Figure 12 depicts the Audio to Text tab's contents for extracting text from audio. Figure 13 depicts the 

Text Summarization tab's contents for summarizing the text collected from the audio.  

 

Figure 10. GUI for the proposed system: Video Tab  
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Figure 12. GUI for the proposed system: Speech to Text Tab  

 
Figure 13. GUI for the proposed system: Text summarization Tab  

Figure   11 .   GUI for the proposed system:  Audio Tab   
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IX.CONCLUSIONS AND FUTURE WORK  

Educational videos are exposed to many aspects of problems during recording, which results in poor-quality videos. In the 

[8] proposed system, an intelligent system for improving educational videos has been presented based on processing four main 

components: frames, audio, text extracted from audio, and summarizing the text. The proposed system was based on an easy 

and simple graphical interaction interface. The 
[9] 

proposed system with a solution to some problems and an attempt to 

overcome them. These problems, for which we have provided solutions in processing, such as increasing the 2134-2152, 
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R. Szeliski, Computer vision: algorithms and applications. Springer Nature, 2022.  

https://doi.org/10.1007/978-3-030-34372-9.  
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N. L. Andriyani and N. W. Suniasih, "Development of learning videos based on problem-solving characteristics of animals and 

their habitats contain in IPA subjects on 6thgrade," Journal of Education Technology, Vol. 5, No. 1, pp.  
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