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ABSTRACT 
The AIS data can be subject to data mining to ascertain various insights. One of the popular algorithms used for data analytics 

in the maritime domain is DBSCAN (Density-Based Spatial Clustering of Applications with Noise). Due to its inherent 

property of determining clusters of arbitrary sizes, it is well suited to cluster AIS (Automatic Information System) data. One 

category of maritime adaptations of DBSCAN involves the use of spatial attributes, along with non-spatial attributes, to 

determine the outputs. Temporal information has, however, not been used as an integral part of the attributes for calculating 

the distance. Assessment of the inclusion of the Time field along with non-spatial components of AIS data has been undertaken 

experimentally in this paper, and it has been seen that the performance of this adaptation is superior to other algorithms. 
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I.     INTRODUCTION 
The seas and oceans are extensively used for transportation 

activities. It provides a very convenient means of connecting 

various places for transportation of goods and personnel. There 

are a large number of vessels, and, as per a UN report, there are 

approximately 1,05,000 vessels, which are 100 GT or more [1]. 

With a considerable number of vessels sailing together, there 

was a need to develop a system to ensure safety at sea and 

prevent accidents. The IMO (International Maritime 

Organisation) promulgated the use of a system known as the 

Automatic Identification System (AIS) [2]. Identity details, 

position, movement information and certain static information 

are transmitted by each ship on which this VHF-based system 

is installed. These AIS messages are received by other ships 

nearby and thus enhance the awareness of each ship about its 

neighbourhood. 

This AIS data has an interesting secondary application in that 

the data could be subject to data mining to ascertain various 

insights. This led to considerable interest in researching various 

applications utilising the AIS data. Traditional data analytic 

algorithms have been actively used while undertaking research 

on AIS data. Further, these native algorithms have also been 

modified by innovative adaptations to enhance the analytical 

outputs.  

One of the popular algorithms used for data analytics in the 

maritime domain is DBSCAN (Density-Based Spatial 

Clustering of Applications with Noise). Due to its inherent 

property of determining clusters of arbitrary sizes, it is well 

suited to cluster AIS data. As is expected, multiple adaptations 

of DBSCAN have been proposed to produce additional insights 

and develop applications. 

One category of maritime adaptations of DBSCAN involves 

the use of multiple attributes while calculating the distance 

between points for forming clusters. Spatial attributes, along 

with non-spatial attributes, have been commonly used in 

various combinations and methodologies to determine the 

outputs. Temporal information has, however, not been used as 

an integral part of the attributes for calculating the distance in 

maritime applications. Certain significant attribute-based 

adaptations of DBSCAN in the maritime domain have been 

reviewed in this paper, and the influence of temporal attributes 

on the clustering results has been examined. The motivation is 

to determine if the use of temporal components can affect the 

results of clustering and possibly produce refined clustering. 

This could then be used in various maritime applications 

requiring such insights. Assessment of the inclusion of the 

Time field along with non-spatial components of AIS data has 

been undertaken experimentally in this study, and it has been 

seen that the performance of this adaptation is superior to other 

algorithms. 

The composition of the paper is as follows: Section 2 brings 

out related work in this domain. Section 3 introduces the 

adaptation of DBSCAN being proposed in this paper, while the 

experimental settings are presented in Section 4. Section 5 

presents the details of the experiments and compares them with 

other DBSCAN adaptations. Section 6 presents the conclusion 

and future work on this subject. 

II.     RELATED WORK 
An easy way to comply with the conference paper formatting 

requirements is to use this document as a template and simply 

type your text into it. 

A. AIS Data 

The AIS system is installed onboard the ship and transmits 

in the VHF band of frequencies. While earlier, there were two 

frequencies for AIS, this has now been increased to four to 

account for the long-range detection of the messages by 

satellites [3]. Specifications of the AIS systems are brought out 

in [4]. 

The AIS data is transmitted between vessels in the form of 

27 different types of messages, which can be categorised into 

three primary groups: the identification of the vessel, type, and 

dimensions are static messages, and Spatial, temporal and 

movement-related information to form part of the dynamic 
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messages. Details concerning the current journey of the vessel, 

such as destination, are the Voyage-related messages. An 

extract of the AIS message is shown in Fig. 1, while a graphical 

representation is shown on GIS software in Fig. 2. The data has 

been downloaded from MarineCadastre [5]. The rate at which 

the messages are transmitted has been promulgated and can be 

up to a message every 2 seconds. 

Various data analytic techniques can be applied to AIS data 

to determine insights, which include Rules-based, Clustering, 

classification, Pattern Recognition, etc. [6], [7], [8]. 

 

 

Fig. 1  Extract of AIS data (Source: MarineCadastre [5]) 

 

Fig. 2  Plot of AIS data on QGIS 

B. DBSCAN 

After being first presented in [9], DBSCAN has been 

extensively used in clustering data of various domains. It has 

the ability to form arbitrary-size clusters, and arbitrary-shaped 

clusters are feasible using this method. In order to cluster the 

data using DBSCAN, two parameters need to be selected. One 

is the radius of the neighbourhood around a point, also called 

Eps, and the other is MinPts, which states the minimum points 

required in a cluster. Core, Border and Noise are the three types 

of points defined in a DBSCAN clustering. Points having a 

neighbourhood comprising at least MinPts within Eps distance 

are called Core points. Clusters are formed with Core points 

that are neighbours. Border points are those points within a 

cluster which are not Core points; a noise point is one that is 

neither a Core nor a Border point. DBSCAN has been used 

frequently in various maritime applications, which include 

fishing, anomaly detection and the determination of patterns 

[10], [11], [12]. 

C. Multi-attribute Adaptations of DBSCAN in Maritime 

Applications 

While many types of adaptations of DBSCAN have been 

undertaken, only those adaptations that take into account 

multiple attributes of the AIS data as an integral component of 

DBSCAN in calculating the distance in the maritime domain 

are being examined. 

1)  Multi-Dimensional DBSCAN: Multi-Dimensional 

DBSCAN (MD-DBSCAN) has been developed in [13] towards 

the extraction of traffic routes. The similarity is determined by 

considering Course as an additional attribute in DBSCAN 

along with spatial components, as shown in Equation (1). 

DBSCAN Attributes = [Latitude, Longitude, Course]          (1) 

2)  Mod-DBSCAN:  Mod-DBSCAN extracts route patterns 

of vessels for which trajectory clustering is undertaken [14] by 

using speed and course as additional information (equation (2). 

Using coordinates to measure spatial distance, course to 

measure direction distance and average speed to measure speed 

distance, these independently calculated values are then 

converted into a synthetic distance, which can also be weighted, 

as shown in Equation (2).  

DBSCAN Attributes = [Latitude, Longitude, Course, Speed]  (2) 

Synthetic Distance = wsp*dsp + wcr*dcr + wsp*                                   (3) 

 

where wsp, wcr and wsp are the weights, and dsp, dcr and dsp are 

the space, speed and direction weights and distances, 

respectively. 

3)  Optimised DBSCAN:  Optimised DBSCAN enables the 

modelling of vessel behaviours by considering speed, course, 

and heading along with the spatial parameters [15], [16] as seen 

in equation (4). İt also uses the Mahalanobis distance metric in 

lieu of the default Euclidean distance metric. 

DBSCAN Attributes = [Latitude, Longitude, Course, Speed, 

Heading]                            (4) 

4)  Velocity DBSCAN. Velocity DBSCAN tries to find out 

the main waypoint areas by considering the velocity changes 

[17] at the start and end of the change, thus forming a 4D vector 

as shown in equation (5). 

DBSCAN Attributes = [Latitude, Longitude, Velocity direction 

before, Velocity direction after]                           (5) 

5)  DBSCAN_SD. DBSCAN_SD enhances the original 

DBSCAN by considering Speed and Direction [18], [19] and 

stating that the points are neighbours if, apart from spatial 

proximity, the speed and direction difference must also be 

within a defined range, as shown in equation (6). 

DBSCAN Attributes = [Latitude, Longitude, Direction 

difference, Speed difference]                                (6) 

A variation of DBSCAN_SD is presented in [20], wherein 

the standard deviation is used instead of the maximum variation 

of direction and speed, which is shown in equation (7). 

DBSCAN Attributes = [Latitude, Longitude, Direction 

standard deviation, Speed standard deviation]                      (7) 

 

6)  Dynamic Parameter DBSCAN. Dynamic Parameter 

DBSCAN (DP-DBSCAN) [21] considers speed, course and 
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their variance, average and median, along with the spatial 

components in order to determine the similarity between 

trajectories, as given in equation (8).   

DBSCAN Attributes = [Latitude, Longitude, speed, average 

speed, speed standard deviation, speed variable interval, course, 

average course, course standard deviation, course variable 

interval]                (8) 

D. Findings 

As can be seen in the section above, the adaptions of 

DBSCAN for maritime applications using additional fields for 

calculating the distance primarily include non-spatial 

components. Temporal components have not been considered 

as an integral part of DBSCAN for distance measurements. 

Therefore, an assessment has been undertaken to examine the 

effect of the inclusion of temporal components as integral to 

DBSCAN and evaluate and compare the results with other 

implementations. 

III.     MODIFIED ALGORITHM 
The native DBSCAN algorithm considers only the spatial 

components, viz. latitude and longitude, in the case of AIS data. 

The higher dimension maritime adaptations of DBSCAN have 

included speed, course, and their variations, together or in parts. 

In the present case, in order to examine the influence of the 

temporal component, Higher Dimension and Time DBSCAN 

(HDT-DBSCAN) is proposed in which DBSCAN has been 

modified to include non-spatial components, viz. speed, course 

and heading and Time has also been included as an integral 

component. Therefore, the attributes are as given in equation 

(8). 

 

DBSCAN Attributes = [Latitude, Longitude, Speed, Course, 

Heading, Time]                     (8) 

 

In this experiment, all attributes have been given equal 

weights. The distance metric used is Mahalanobis. The time 

field has been converted to Epoch for the calculations to be 

undertaken. 

IV.    EXPERIMENAL SETTINGS 

A. Data 

Historic AIS data hosted on the MarineCadastre website [5] 

has been used for the experiments. This data is from the coastal 

regions of the United States. 

B. Data Pre-processing 

Pre-processing of the data has been undertaken to ensure that 

the data is consistent. The data is examined for issues such as 

missing values, erroneous values, etc. and corrected 

accordingly. 

C. Normalisation 

This is an important step in the process to ensure optimal 

clustering. The normalisation of all non-spatial fields within the 

data is undertaken to ensure that the data is brought to a uniform 

scale, which will ensure no one field influences the results sub-

optimally. 

D. Clustering Algorithm 

The DBSCAN algorithm has been modified for the 

experiments. The results have been compared with the native 

DBSCAN algorithm and with higher dimension DBSCAN 

(HD-DBSCAN). 

E. Validation Assessment 

Common performance metrics have been used to assess the 

results of the experiments. Both intrinsic metrics, which use the 

internal data, and extrinsic metrics, which use the ground truth 

information, have been used [22], [23]. The assessment has also 

been done graphically. 

F. Environment for Development 

The modification of the DBSCAN algorithm and evaluation 

with other algorithms has been undertaken in Python, while the 

visualisations and graphical assessments have been seen in 

QGIS. 

V.     RESULTS AND DISCUSSIONS 
A. Method of Experiment 

The flowchart of the clustering using the HDT-DBSCAN 

model is shown in Fig. 3. After preprocessing, the Time field 

has been converted to Epoch. Thereafter, the latitude, longitude, 

speed, course heading and time fields have been selected for 

further processing. Normalisation of the non-spatial 

components has been undertaken to bring them to the same 

scale, following which the selected data has been clustered 

using DBSCAN with Mahalanobis distance measure. The 

parameters of DBSCAN (EPS and MinPts) have been 

determined by trial and error. The experiments have been 

repeated with native DBSCAN, which considered only spatial 

components, and with HD-DBSCAN, which considered spatial 

and non-spatial components other than Time. The results of 

each experiment have been compared using clustering 

performance indices and also graphically. 

 

Fig. 3  Clustering Process 
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B. Assessment using Clustering Performance Measures 

The results of clustering for each of the cases have been 

evaluated with intrinsic and extrinsic performance metrics. 

These are shown in Table 1 for Intrinsic and Table 2 for 

Extrinsic measures. It can be seen that the performance of 

HDT-DBSCAN is superior to that of DBSCAN and is 

enhanced over that of HD-DBSCAN. 

TABLE I 

INTRINSIC PERFORMANCE METRIC VALUES 

Metric Silhouette  Davies-
Bouldin  

Calinski-
Harabasz  

Native DBSCAN -0.5719 1.83600 40.396 

HD-DBSCAN 0.16838 1.60421 413.25 

HDT-DBSCAN 0.34881 1.43963 587.44 

 

TABLE II 

EXTRINSIC PERFORMANCE METRIC VALUES 

Metric Homog
eneity 

Comple
teness 

ARAND 

Native DBSCAN 
0.3205 0.5112 0.1099 

 

HD-DBSCAN 0.9527 0.8588 0.7387 

HDT-DBSCAN 0.9692 0.9065 0.7926 

 AMIC VMEA FM 

Native DBSCAN 0.3558 0.3940 0.2431 

HD-DBSCAN 0.8966 0.9033 0.7560 

HDT-DBSCAN 0.9332 0.9368 0.8042 

C. Graphical Assessment 

The clustering outputs have been observed graphically using 

QGIS, and these are shown in Fig. 4 for DBSCAN, Fig. 5 for 

HD-DBSCAN and Fig. 6 for HDT-DBSCAN. A similar 

assessment as the one that arrived during the performance 

metric examination can be seen. The clustering using HDT-

DBSCAN is better than DBSCAN and improved over HD-

DBSCAN. 

 

Fig. 4  DBSCAN 

 

Fig. 5  HD-DBSCAN 
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Fig. 6  HDT-DBSCAN 

D. Discussions 

DBSCAN is a powerful clustering algorithm and, even in its 

native form, can reveal useful maritime clustering insights. The 

various modifications of DBSCAN make use of some 

characteristics of the data to enhance the clustering results, 

which may be useful for certain applications. Generally, with 

such enhancement, the clustering outputs become more refined 

and intricate details and insights become evident. This is 

evident in the three clustering results using the different cluster 

models.  

The influence of Time as an integral component of 

DBSCAN has been studied, and the HDT-DBSCAN model 

evolved. The HDT-DBSCAN, which includes non-spatial 

parameters, including Time, gives much more refined results. 

The various trajectories are also discernible to a larger extent. 

This is not feasible with the other two clustering algorithms. 

The inclusion of Time has, thus, enhanced the clustering results, 

improving on the other algorithms.  

Determination of trajectories is of immense use in the 

maritime domain, and efforts to determine these reliably are 

actively being researched. HDT-DBSCAN is able to progress 

efforts in this direction. Further refinement is             necessary 

to enable even better identification of the trajectories in an 

unsupervised method. 

VI.     CONCLUSION AND FUTURE SCOPE 
Clustering maritime AIS data is a complex activity due to its 

peculiarities. Clustering results, however, are extremely useful 

in analysing the characteristics of maritime movement and can 

be used in many applications. 

This paper examines an innovative adaptation of the 

DBSCAN clustering algorithm. The new adaptation, HDT-

DBSCAN, takes into consideration non-spatial components of 

the AIS data, including Time, while undertaking clustering of 

AIS data. The results of this clustering show that the clustering 

outputs are enhanced as compared to DBSCAN and HD-

DBSCAN. The influence of the Time field in refining the 

output of DBSCAN clustering is evident. Thus, this adaptation 

of DBSCAN will find use in undertaking the clustering of 

maritime movement data for various applications. 

There is scope for examining this adaptation further by 

considering weighting the various non-spatial components. 

This will be particularly useful in case the influence of a 

particular parameter is to be studied. Modifications to en-able 

accurate determination of trajectories can also be researched. 
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